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The same written words express different meanings

▶ Writers can choose what to express and how.

e.g., Uppercase → Loud

Compare “what?” vs “WHAT?”

e.g., Different fonts → Different feelings:

Compare The cool brown fox. vs The chique brown fox.
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One language, one writing system?

▶ How do you express different “feelings” for just we?
e.g., “WE”? “we”?

▶ There is a limitation.

▶ Because usually one language has one writing system.
▶ Or having multiple writing systems, you can’t mix them.

e.g., 我們 “we”
e.g., *I們 “we”
e.g., *me們 “we”
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Japanese writing systems

▶ Japanese has three writing systems:

▶ Hiragana

e.g., わたしたち “we”
→ Casual, young, child, cute, etc.

▶ Katakana

e.g., ワタシタチ “we”
→ Unnatural, robot, foerign, etc.

▶ Kanji (Chinese characters)

e.g., 私達 “we”
→ Formal, adult, official, etc.

▶ They can be mixed (relatively) freely:

▶ Katakana + Hiragana

e.g., ワタシたち “we”
→ Young women/teenagers/girls?

▶ Hiragana + Kanji

e.g., わたし達 “we”
→ Sounds a bit older. Maybe young but

adult women?

▶ Katakana + Kanji

e.g., ワタシ達 “we”
→ A particular way of talking?

▶ ...etc.
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Research question

▶ How does the writer choose a writing system or a combination of them?

⇓
▶ Intuitively: It is decided according to what you want to sound like.

e.g., Should I sound like an adult person speaking in a formal situation?
e.g., Should I sound cute like a little girl talking to her close friends?
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Psycholinguistic theories

▶ Psycholinguistic theories do not say much about it (e.g., Dell, 1986; Levelt et al., 1999)

↓
▶ This is because Japanese has a unique writing system, which has not been the

subject of much psycholinguistic research.
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Aim of the study

▶ Let’s check if “what you want to sound like” really determines the choice of writing
systems!
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Discriminative Lexicon Model (DLM)

▶ A computational psycholinguistic model (e.g., Baayen et al., 2019)

▶ Conceptually, it is a model of an individual person.

▶ We trained DLM to predict writing systems based on meanings.

▶ Input: The meaning of the word.
▶ Output: The writing systems of the word.
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Semantic vectors

▶ You can think of a word’s “meaning” as what context it may appear in (e.g., Landauer & Dumais,

1997)

e.g., dog is similar in meaning to cat, compared to universe.

Q. Why?
A. Because dog and cat are more likely to occur in the same context (similar sentences) than

universe.

▶ This “context” includes styles of writing:

▶ Formal → A certain choice of words (e.g. good bye).
▶ Foreign → Another choice of words (e.g. adios).
▶ Casual → Yet another choice of words (e.g. see ya).
⇓
▶ Do words in the formal register appear in different contexts than those in the foreign or

casual registers?
↓
▶ If yes, it would mean that we can predict writing systems based on semantics.
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Calculating accuracies

▶ The trained DLM receives a word’s meaning and prodicts which writing systems the
word is written.

▶ We compared such a prediction against actual writing systems the word is really
written in.
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Results (1)

▶ Baseline accuracy: 16.67%

▶ Prediction accuracy: 99.79%

⇓
▶ We can predict writing systems only by words’ meanings.
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Results (2)

▶ Writing systems are well-organized and separated in the semantic space.
▶ LD1: Kanji (red) ↔ Hiragana (blue-green; turquoise)
▶ LD2: Katakana (yellow) ↔ Others
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Discussion

▶ Background:
▶ Japanese has different ways of writing the same word.
▶ How are writing systems chosen by the writer?

▶ Results:

▶ DLM could tell writing systems based only on meanings (accuracy 99.79%).
▶ LDA analysis showed clear separation of writing systems in semantics.

▶ Interpretation:

▶ There is a tight relationship between a word’s meaning and how the word is written.
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Thank you very much!

ごせいちょうありがとうございました！

御清聴有難う御座いました！

ご清聴ありがとうございました！

ゴセイチョウアリガトウゴザイマシタ！
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